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1. Adversarial Regularization for Image  
[Szegedy et al., 2014, Goodfellow et al .,2015] 

Adversarial Example Training Example

Improve generalization performance.
[Goodfellow et al .,2015]

Input Perturbation Adversarial 
Example

Idea: Purpose

Perturbation:
The gradient of loss function.

[Goodfellow et al .,2015]
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2. Adversarial Regularization for Text
[Miyato et al., 2017]

● The perturbation is applied to the word embedding layer.
● The adversarial regularization improves the performance on 

text classification task. 
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= 1.0 (hyper-parameter)

r : Adversarial Perturbations
w : Word Embedding

Two Options for Computing the Perturbation   (How to define “loss function”)



2. Adversarial Regularization for Text
[Miyato et al., 2017]
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① Adversarial Training (AdvT) [Goodfellow et al .,2015]
→ compute the loss from the gold label (i.e. target sequence)

② Virtual Adversarial Training (VAT) [Miyato et al., 2016]
→ compute the loss with KL divergence.

Two Options for Computing the Perturbation   (how to define “loss function”)
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Our Main Question
Q. Is “Adversarial Regularization” effective for NMT?
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② How should we compute the perturbation?: 
- Adversarial Training [Goodfellow et al ., 2015]
- Virtual Adversarial Training [Miyato et al., 2017]  

Our Main Question
Q. Is “Adversarial Regularization” effective for NMT?

① Is adversarial regularization effective across  
different models  (LSTM and Transformer)?

③ Where should we apply the perturbation?:
Encoder-side, Decoder-side, or Both-side.
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● Dataset:  IWSLT 2016 [Cettolo et al., 2012]
● Configurations

○ 1. Model Architecture
■ LSTM w/ attention  [Luong et al., 2015]
■ Transformer [Vaswani et al., 2017]

○ 2. Adversarial regularization techniques
■ Adversarial Training (AdvT)  [Goodfellow et al .,2015]
■ Virtual Adversarial Training (VAT)  [Miyato et al., 2017]

○ 3. Perturbation positions
■ encoder-side, decoder-side, both-side (enc & dec) 

● Language Pairs
○ EN→FR, FR→EN,EN→DE, DE→EN

○ Evaluation
○ BLEU score [Papineni et al., 2002]

Experimental Setup
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What is the Most Effective Configuration? 
IWSLT (EN→DE)

Model Perturbation test2013 test2014
LSTM (None) 27.73 23.98
+AdvT enc 28.73 24.90

dec 27.44 23.71
enc-dec 28.47 24.78

+VAT enc 29.03 24.75
dec 27.49 23.20

enc-dec 29.47 24.92
Transformer (None) 29.15 25.19
+AdvT enc 29.04 25.16

dec 28.95 25.75
enc-dec 29.61 25.78

+VAT enc 29.95 26.00
dec 29.62 25.88

enc-dec 30.13 26.06

Results

● Adversarial regularization improves 
the performance of LSTM & Transformer.

● VAT consistently outperforms AdvT.

● “enc-dec” is the best position to apply 
the perturbation.
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Findings

● Transformer + VAT (Both-side)

is the most effective configuration



Results on four language pair 
DE→EN FR→EN EN→DE EN→FR

Model Perturbation test2013 test2014 test2013 test2014 test2013 test2014 test2013 test2014

Transformer None 34.22 30.19 38.87 37.20 29.15 25.19 40.43 37.90

+ VAT enc-dec 35.06 31.10 40.09 37.89 30.13 26.06 41.13 38.64

+ VAT + AdvT enc-dec 35.50 30.88 40.26 38.44 30.04 26.33 41.67 38.72

● Transformer+VAT consistently outperformed the baseline (Transformer)
● AdvT and VAT can be combined to further improve the performance
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Findings



Back-translation + Adversarial Regularization
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Q. Is “Back-translation” effective with VAT?
[Sennrich et al., 2016]

We incorporated pseudo-parallel corpora generated using back-translation [Sennrich et al., 
2016] as additional training data.  (we used the WMT14 news translation corpus.)



Back-translation + Adversarial Regularization

DE→EN FR→EN EN→DE EN→FR

Model Perturbation test2013 test2014 test2013 test2014 test2013 test2014 test2013 test2014

Transformer (baseline) None 34.22 30.19 38.87 37.20 29.15 25.19 40.43 37.90

Transformer + BT None 35.44 31.08 40.44 38.42 30.73 26.02 41.74 39.03

Transformer + BT + VAT enc-dec 36.43 32.53 41.29 39.76 31.99 27.20 43.41 40.15

● Adversarial regularization can be combined with back-translation technique.
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Findings

Q. Is “Back-translation” effective with VAT?
[Sennrich et al., 2016]

We incorporated pseudo-parallel corpora generated using back-translation [Sennrich et al., 
2016] as additional training data.  (we used the WMT14 news translation corpus.)



② How should we compute the perturbation?: 
Virtual Adversarial Training outperforms 
Adversarial Training.

Take Home Message of Our Presentation

Q. Is “Adversarial Regularization” effective for NMT?
→  YES!! 

① Is adversarial regularization effective across  
different models  (LSTM and Transformer)?
→  Yes, both LSTM and Transformer.

③ Where should we apply the perturbation?:
Adding perturbation to both embedding 
layer is the most effective configuration.

code:
pfnet-research/vat_nmt
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https://github.com/pfnet-research/vat_nmt
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code:
pfnet-research/vat_nmt

Thank you for your attention!

https://github.com/pfnet-research/vat_nmt
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Translated Example
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Virtual Adversarial Training
[Miyato et al., 2016]
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Experimental Results: Other Directions
DE→EN FR→EN EN→DE EN→FR

Model Perturbation test2013 test2014 test2013 test2014 test2013 test2014 test2013 test2014

LSTM None 32.71 28.53 39.09 36.25 27.73 23.98 38.89 36.18

Transformer None 34.22 30.19 38.87 37.20 29.15 25.19 40.43 37.90

+ VAT enc-dec 35.06 31.10 40.09 37.89 30.13 26.06 41.13 38.64

+ VAT + AdvT enc-dec 35.50 30.88 40.26 38.44 30.04 26.33 41.67 38.72

w/ BT Transformer enc-dec 35.44 31.08 40.44 38.42 30.73 26.02 41.74 39.03

+ VAT enc-dec 36.43 32.53 41.29 39.76 31.99 27.20 43.41 40.15

+ VAT + AdvT enc-dec 36.49 32.39 41.56 39.64 31.29 27.05 42.61 39.95

● AdvT and VAT can be combined to further improve the performance
● Adversarial regularization can be combined with back-translation technique [Sennrich et al., 2016]
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Back-translation

• (Example)  EN → DE   
– (x, y)   IWSLT 
– (y’)   WMT 14 corpus (target side unlabeled text)
– y’ → x’ (pseudo-parallel corpus)
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